Best practices to achieve optimal memory allocation and remote desktop user experience

Many virtual machines don’t fully utilize their available RAM, just like they don’t fully utilize their available processors. But Dynamic Memory enables you to shuffle the deck and move some of that RAM around to go where it’s needed for better consolidation and efficiency. In this expert e-guide from SearchWindowsServer.com, learn best practices for Dynamic Memory allocation with Hyper-V R2 SP1. Plus, discover RemoteFX enhancements for RDP which delivers the "perfect" Windows 7 virtual desktop experience.
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Best practices for Dynamic Memory allocation with Hyper-V R2 SP1

By Eric Beehler, Contributor

Dynamic Memory is one of Hyper-V's biggest “me too” features that could help Microsoft keep pace with VMware. Believe it or not, the ability to over-allocate memory with VMware virtualization was once a point of controversy for Microsoft, which claimed the feature was a performance drain on virtual machines. But the forthcoming Service Pack 1 for Windows Server 2008 R2 will introduce this feature, meaning the decision to efficiently utilize resources or drive performance over memory consolidation now lies with the Hyper-V administrator.

When memory is assigned to a virtual machine (VM), that memory is taken from available RAM and allocated from the host to the machine. Hyper-V memory, up to this point, has been a static resource. If you allocated 4 GB, that was pretty much that; you could not use more than you had.

In reality, many virtual machines don’t fully utilize their available RAM, just like they don’t fully utilize their available processors. But with Dynamic Memory, we can shuffle the deck and move some of that RAM around to go where it’s needed for better consolidation and efficiency.

The concept is not unlike that of virtual memory using a page file on your standard PC. All modern operating systems are able to swap data from physical memory to a page file on a hard disk without the program’s knowledge. This allows us to run many applications at once while utilizing RAM for what is running at the time, and the same can be said for a virtual host when running many virtual machines. It usually works well, but anyone who has dealt with a system that lacked enough memory knows that performance can suffer when too much dependence is placed on the page file.

This can also translate to virtualization, as some systems that need access to memory quickly could see performance drops if proper consideration isn’t taken to how Dynamic Memory is configured.
Setting the table for Dynamic Memory

Dynamic Memory brings automation to this kind of complex memory management, but it’s different than VMware’s memory overcommit feature. There are several manual settings you’ll need to setup when you enable Dynamic Memory on a virtual machine. First, there’s the **Startup RAM setting**, which is what the guest operating system will get when booting up. Although it would seem to make sense to use the recommended settings for RAM, in reality this should be the minimum amount of memory required by the operating system to boot plus any RAM needed to start applications.

For example, Exchange Server 2010 requires a minimum of 4 GB of system RAM. Even though you might go with 8 GB to run a performance system, 4 GB is the minimum the operating system and application need, so this is your Startup RAM setting. Keep this setting to the minimum to get the operating system booted and your applications started.

The **Maximum RAM setting** is the most RAM Hyper-V will ever offer to your virtual machine. The default setting is 64 GB of RAM, giving the parent partition plenty of leverage on what to assign to the guest. This is usually fine, since Hyper-V will make the determination on how much to allocate based on use. There are cases where applications will want to gobble up every ounce of available RAM. In those cases, set your maximum RAM to the upper limit that you would like to allocate to that application and operating system. This is also a good time to set your maximum RAM setting to coincide with the application’s settings.

The **Memory Buffer** is not an amount in megabytes, but a percentage of memory that Hyper-V will try to reserve as an extra pool above the committed memory at the time. So, if the virtual machine has 1.2 GB of RAM assigned by Dynamic Memory and the Memory Buffer is set to 20%, there will be 300 MB of additional RAM that Hyper-V will try to reserve for a total of 1.5 GB.

If memory is needed, this reserve will be available without having to wait for memory to be allocated. If you have an application that requires larger spikes in memory, you may want to set this percentage higher than the default to provide quick access to available memory. The ability to actually reserve this buffer will depend on the demand on available physical
memory by all of the virtual machines on the host, so the Memory Buffer is no guarantee on a busy Hyper-V server.

The last setting you need to consider is **Memory Priority**. This helps determine which machine will get priority when available physical memory is constrained. This setting can be anywhere from 1 to 10,000. That’s quite a range, but the point of this setting is that the higher number will get priority for memory when there is not enough memory to go around. The virtual machines with a lower priority may get memory removed to supply memory to a higher-priority machine.

The default Memory Priority setting is 5,000 -- right in the middle. If you have systems with critical performance requirements, bump them up and leave other systems at a lower priority. If you are going to use this setting to set a distinct priority for every machine, make sure you keep track and are basing your decisions on hard numbers for requirements or pre-determined service-level agreements (SLA).

**When to use Dynamic Memory**

Even though Dynamic Memory opens up the ability to host many more servers on a single host, there are times when you will want to use the old static setting. Any application that does best with a pre-determined amount of RAM for performance, then grabs onto that RAM and doesn’t let go, might as well use a static setting.

For example, if the application will always use 6 GB, there’s little reason to go through the trouble of allowing that virtual machine to participate in the Dynamic Memory algorithm. As an example, SQL Server can be set to use a specific amount of RAM, but the default is to use the maximum RAM available and keep it for itself.

**Final considerations**

As the major new feature for Windows Server 2008 R2 Service Pack 1, Dynamic Memory continues to show Microsoft’s commitment to Hyper-V as a viable solution and competitor to VMware. Just remember, your virtual machines have to be enlightened with the latest integration tools to use the new settings, and you need SP1 installed if the operating system
is Windows 7 or Server 2008 R2. Also, all hosts participating in a cluster must be running Service Pack 1 to take advantage of the Dynamic Memory features across the board.

Finally, be sure to plan for memory use properly so that you don’t starve your machines for RAM, which would turn your virtual host into a slow swap file on a low memory PC instead of using Dynamic Memory as an intelligent agent for enhanced memory management.
What you need to know about Microsoft RemoteFX

Brian Madden

The wait is over! After years of talk and previews and betas, Microsoft finally released its RemoteFX enhancements for RDP. The new feature delivers the "perfect" Windows 7 virtual desktop experience -- as long as you meet Microsoft's explicit prerequisites.

Microsoft promises that the RemoteFX add-ons to Remote Desktop Protocol (RDP) create a high-quality user experience for Windows 7 desktops running in a virtual desktop infrastructure (VDI). We're talking multiple displays, 1900x1200 resolution, full Aero Glass, multimedia, 3-D, USB -- everything! Connecting to a remote Windows 7 desktop via RemoteFX can provide a user experience that's indistinguishable from a locally running copy of Windows 7.

Sounds great, right? Unfortunately, there is some major fine print to read if you want this awesome new perfect Windows 7 RemoteFX experience.

First, RemoteFX is available only if you're connecting to a Windows 7 Service Pack 1 remote virtual desktop. So for everyone who's still using Windows XP as your remote host, no RemoteFX for you!

Second, RemoteFX works only when a Windows 7 SP1 virtual desktop is running on Microsoft Hyper-V 2008 R2 SP1. If you're using VMware vSphere or Citrix XenServer, no RemoteFX for you! This also means that you can't use RemoteFX to connect to remote physical Windows 7 hosts, like high-end workstations or server blades. Your remote desktop must be running as a virtual machine (VM) on Windows Server 2008 R2 SP1.

Third, RemoteFX does some very heavy-duty encoding on the remote host side to process all of the intense graphics. Your remote server must have a powerful graphics processing unit (GPU). In other words, you need to install a gamer's graphics card in your server. (I hope it has room!) What's interesting is that Microsoft doesn't use the GPU for screen graphics processing in the normal way. Instead, extensions to Hyper-V in 2008 R2 SP1
allow RemoteFX to leverage the GPUs enormous floating-point computational ability to handle the encoding of the graphics screens.

In addition to needing to buy a graphics card for your remote desktop server, you need a lot of graphics card memory for each RemoteFX-based remote screen running on that server. (A single 1900x1200 screen requires 220 MB of memory.) Multiply that by the number of screens and users you have, and you can see that a typical 4 GB graphics card runs out of memory really fast. If you want to support more users than that, then you need to add more graphics cards. This can be a challenge, because how many of your rack-mounted servers have room for a bunch of power-hungry, double-wide, custom-fan graphics cards? Oh, and not to mention, these things are freaking expensive!

Finally, RemoteFX is a LAN-only solution at this time. That's easy to understand, since it takes a lot of bandwidth to pump those "perfect" screens down to users. Microsoft claims that it might support WAN and Internet scenarios in the future, but for now, it's LAN or nothing. (If you're feeling bold and want to try WAN-based RemoteFX, check out WAN acceleration products from Riverbed Technology and Quest Software.)

So, Windows 7 only, Windows running in a VM only, Hyper-V only, LAN only, and expensive, large, power-hungry graphics cards. Does RemoteFX sound like something you want to use today? Suddenly, Citrix HDX and VMware PC-over-IP are looking pretty good.

One final note: Microsoft also supports RemoteFX for Remote Desktop Session Hosts (the stupid new name for Terminal Services), but the way it's used there is very different, and you don't get the same "perfect" experience that's possible with RemoteFX for Windows 7 VDI scenarios.
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